
SAND96-1541C

INFORMATION SYSTEMS VULNERABILITY:

A SYSTEMS ANALYSIS PERSPECTIVE*

Gregory D. Wyss, Sharon L. Daniel, Heather K. Schriner
, Risk Assessment & Systems Modeling Dept.

and Timothy R. Gaylor
Data Transport & Network Design Dept.

Sandia National Laboratories
Albuquerque, NM 87185-0747

Phone: (505) 844-5893 Fax: (505) 844-3321
E-mail: gdwyss@sandia.gov

ABSTRACT

Vulnerability analyses for information systems are
complicated because the systems are often geographically
distributed. Sandia National Laboratories has assembled an
interdisciplinary team to explore the applicability of
probabilistic logic modeling (PLM) techniques (including
vulnerabilit y and vital area analysis) to examine the risks
associated with networked information systems. We have
found that the reliability and failure modes of many
network technologies can be effectively assessed using fault
trees and other PLM methods. The results of these models
are compatible with an expanded set of vital area analysis
techniques that can model both physical locations and
virtual (logical) locations to identify both categories of vital
areas simultaneously. These results can also be used with
optimization techniques to direct the analyst toward the
most cost-effective security solution.

I. BACKGROUND

Information systems security methods have advanced
considerably over the last decade, yet many field
implementations of systems security are still based on a
“checklist mentality“ that believes that following a set of
documented “best security practices” will guarantee
security for any information system. In blindly following
a checklist, an information systems manager may fail to
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recognize special features of the facility that will render a
typical “best practice” ineffective. In contrast, physical
security for high value sites has historically been designed
based on vulnerability analyses and vital area analyses.
Vulnerability analyses seek to identify all sequences of
events that can place a system in an undesired state. They
also seek to identify which of these events could be caused
by the deliberate action of a saboteur. These analyses often
use probabilistic logic models (PLMs) to develop the most
complete lists of vulnerabilities possible. Vital area
analyses associate the identified vulnerabilities with specific
locations in order to obtain the list of areas that would have
to be accessed by a saboteur in order to accomplish an
attack on the system. From this list it is a simple
mathematical task to generate the list of locations that must
be protected in order to prevent an attack from being
successful.

While PLMs have been commonly used in many industries,
their use in the telecommunications industry has been fairly
limited. The complex topologies of communications
networks, the time-dependent interactions between network
elements,1 and the geographically distributed nature of
many information systems have made it difficult to model
these systems with the fault tree, event tree, influence
diagram, and reliability block diagram modeling techniques
that have proven so successful in other industries. An
interdisciplinary team at Sandia National Laboratories has
developed a number of specialized modeling techniques that
are specifically designed to enable efficient modeling of
networks, and network services, for vulnerability analyses.
The results of these models are compatible with an
expanded set of vital area analysis techniques that can
model both physical locations and virtual (logical) locations
to identify both categories of vital areas simultaneously.
These results can also be used with optimization techniques
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to direct the analyst toward the most cost-effective security
solution. The resulting vulnerability models can provide
valuable quantitative decision support during both the
design and operational phases of an information system.

II. BENEFITS OF PROBABILISTIC LOGIC MODELS

PLMs have been used by a number of different disciplines
including quantitative reliability analysis (QRA),
probabilistic risk analysis (PRA), and probabilistic safety
analysis (PSA). Regardless of the discipline, the reasons
for developing a PLM are the same:

.

.

1“

to identify an exhaustive list of the modes by which a
system can fail,

to find an approximate frequency with which we might
expect to observe failures, and

to determine a rank ordering of the components in the
system by their “importance” to the proper function of
the system.

The “importance” of a component can be defined in a
number of ways, but is often thought of as answering one
of the following questions:

.

.

.

How sensitive is the overall system reliability to
changes in the reliability of an individual component?

If the reliability of this component is allowed to
decrease (say, by using components of lesser quality),
how much will this effect overall system reliability?

If money is invested to increase the reliability of this
component, how much will this effect overall system
reliability?

Clearly the answers to these questions cut to the heart of the
question of how data networks are designed and managed.
For example, a PLM analysis might show that a particular
network hub or concentrator does not contribute
significantly to the unreliability of the system, but that it
would become a significant contributor if its reliability were
allowed to deteriorate. The analysis might also show that,
while a particular router seems to be a major contributor to
system unreliabilityy, the expense that would be incurred to
replace it might be more effectively spent pursuing a
number of smaller and less expensive upgrades. It might
also show the opposite. PLM results should not be used as
the exclusive basis for design and upgrade decisions
because such decisions have intangible aspects that must
also be considered. However, PLM results do provide
quantitative answers to network reliability questions, and
these quantitative answers can be used as a legitimate

I

benchmark to get past the “gut feeling” that unfortunately
forms the basis for many network design and upgrade
decisions, It has also been demonstrated that PLM results
are well suited for use in discrete optimization algorithms
such as genetic optimization.’3

With all of the good decision support information that
comes from PLM models, it is sometimes tempting for the
uninitiated to view PLM as some sort of a “silver bullet”
that makes traditional forms of network analysis such as
dynamic simulation obsolete. This is most certainly@ the
case. PLM and dynamic simulation should be viewed as
complementary tools which, when used together, provide
a more complete view of network performance than either
can provide by itself. For example, dynamic simulations
are often very computationally expensive, so it will not be
possible to run a simulation for each network variation that
might be of interest. The results of a PLM analysis can
provide insights to help direct the simulation analyst to the
most important variations so that they can get the most
valuable information for the computational effort expended.
On the other hand, the results of direct simulation analyses
will help a PLM analyst to be sure that they have properlv
established important- success criteria within thei; m6del_.
PLM provides a global view of the network and
quantitatively leads a designer to options for its betterment,
while direct simulation provides detailed information about
critical situatiom within a particular network configuration.
Clearly both perspectives are necessary for a complete
understanding of the network.

At this point someone usually comments, “You speak of
quantitative results, but I have no data. Surely the value of
your results cannot be any better than the quality of your
data, so how can this be of any benefit to me?” That
statement is true if you are seeking to predict the absolute
reliability of the system (e.g., mean time between failures).
However, the most useful information from a PLM is
usually the rank ordering of components by importance.
An accurate rank ordering can be achieved even with
relatively little measured reliabilityy data. An analyst can
often state with relatively high confidence that component
A is “somewhat more likely to fail” than component B, or
that a router with internal redundancy would be expected to
be “much more reliable” than a workstation. The analyst
can create groups of components and failure modes such
that all elements in the group have similar failure rates, and
then rank these groups to obtain a reasonably accurate set
of relative reliability data. The rank-ordered results from
a PLM are accurate even with only relative data. Thus, it
is possible to obtain some of the most useful results from a
PLM even in the absence of a great deal of measured
reliability data.



III. SYSTEM VULNERABILITY ANALYSIS

A vulnerability analysis seeks to identify how an
information system can be forced into an undesired state.
This undesirid state may consist of an unintended
disclosure of sensitive information, improper alteration of
either information or system configuration, or a denial of
system services (e.g., destroying network connectivity or
denying access to particular information or information
processing capabilities). The undesired state may be
achieved due to conditions within individual information
processing entities, network failures, or combinations
thereof. Thus, we must examine each of these areas if we
are to obtain a complete picture of system vulnerabilities.

Recall that our. objective is to identify all combinations of
events that can place an information system in an undesired
state. Each individual combination of events that is
sufficient to place the system in an undesired state is called
a cut set. If each event in the cut set is also necessa~~ in
order for system failure to be achieved, then the cut set is
said to be minimal (its failures are both necessary and
sufficient to cause system failure). In other words. a cut set
is non-minimal if the undesired system state can be
achieved with the occurrence of some subset of the events
in the cut set. Each of the modeling methods described
below produce cut sets as results. Regardless of how it is
generated, the complete list of minimal cut sets theoretically
represents all of the possible ways that primary events can
combine to cause system failure, Practically speaking,
there are often far too many minimal cut sets for an analyst
to readily examine, so the cut sets are ranked by size and/or
probability, and those cut sets with the lowest rank are
eliminated.

The complete list of cut sets contains a great deal of
information about the system being modeled. Quantifying
this list provides the overall probability of system failure.
A ranking of the cut sets by probability shows the most
likely failure scenarios for the system. A designer can use
this information to design system improvements that
remove the most likely failure scenarios. However, there
is much more information buried in this list of cut sets. A
simple mathematical transformation of the cut sets provides
the “importance measures” described previously. The
partial derivative of this list with respect to each primary
event shows how quickly the reliability of a system will
change given variations in reliability of each individual
component. Setting a primary event’s failure probability to
1.0 shows how the reliability of the system will be affected
if a very low qualit~l component is used for this function.
Finally, setting a primary event’s failure probability to 0.0
shows the maximum reliabilityy improvement that could be
obtained by “fixing” this component. If this value is large,
then it may be appropriate to invest money to improve this

component. Thus, the list of cut sets is the key that unlocks
all of the other valuable information that can be found
through fault tree analysis (FTA).4

A. Information Processor Models

An information processor can be vulnerable to two different
classes of events: static events, and dynamic events. Static
events are defined as everus that need not occur in a
particular order to cause problems for the information
processor. Examples of static events include power
failures, cooling system failures, building fires, hardware
failures within the processor (such as disk failures), and
certain operator actions. Static events that can cause failure
of the information processor are adequately modeled using
fault tree analysis techniques. Cut sets are produced when
the fault tree model is solved.

Dynamic events, however, are defin~d as events which only
impact the system if they occur i~ a particular order or
within a constrained time window. Examples of dynamic
events include processor saturation, interrupt-driven
operating system conflicts, and certain operator actions.
Traditional fault trees do not adequately capture the time-
dependent nature of dynamic events.56 Thus, dynamic tools
such as influence diagrams or event trees must be used to
identify dynamic events that can cause failure of the
information processor. While these types of models may
not directly produce cut sets when solved, techniques such
as variable transformation and event pairing can be used to
transform the results into cut sets. In addition, since the
presence of static events can influence the effectiveness of
individual dynamic events, fault trees can be used to
support the dynamic event analysis techniques.

While the techniques for developing dynamic event models
still require considerable PLM expertise, Sandia has
demonstrated a method by which fault tree analysis
techniques can be made accessible to analysts who are at
most casual fault tree analysts. Our objective was to
develop a methodology that would allow an analyst to
construct a fault tree model by simply “plugging together”
model elements that represent easily identified generic
components within the information processor. Under this
“plug-and-play” modeling technique, an expert constructs
a library of generic fault tree “modules” to represent the
failure modes of typical generic components. 78 A casual
analyst can then “plug” these modules together to quick]y
form a complete fault tree model for an information
processor. There are a number of advantages to this
approach. By creating fault trees for each generic
component which can be combined to~ether to model an
overall processor, initial fault tree models can be
constructed quickly and efficiently. In addition, new
equipment configurations can also be easily modeled.
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B. Network Device Models

There are two types of network devices that must be
modeled: passive and active devices. A passive network
device transmits network traffic without assessing or
transforming its contents. The most obvious example of a
passive network device is network cabling, although other
devices such as line amplifiers also fit into this category.
Passive devices are typically the most reliable parts of a
network, possessing only very simple failure modes (and,
hence, fault trees). It is, however, important that passive
devices not be neglected in the vulnerability model because
they can represent single points of network failure, and they
often travel through locations that are beyond our
surveillance or control,

An active network device is in reality an information
processor, albeit typically an information processor with
limited capabilities. Thus, its vulnerability models ar$ in
most respects similar to, or a subset of, those that 1are
described previously for information processors. However,
since these devices are dedicated to network operations,
there can be important differences related to dealing with
multiple sources of network traffic simultaneously and the
collisions that this traffic can cause. g

C. Network Architecture Models

The previous two sections have dealt with fault conditions
in individual components. However, the failure of any
individual component may not by itself place the
information system in an undesired state if there is
sufficient redundancy. Therefore, it is important to model
how the components are intercomected to form a network,
and how the connectivity of the network can be destroyed,
in order to understand how the overall information system
can be adversely affected. 10

Traditional computer data networks are constructed
hierarchically — the network address space and/or the
physical structure of the network architecture enforces a
hierarchy. Many current generation telephone voice/data
networks as well as Asynchronous Transfer Mode (ATM)
data networks are often deployed in “flat” topologies —
they are “arbitrarily interconnected” and have no enforced
hierarchy. These differences in network topology require
different cut set analysis methods.

1. Hierarchical Networks. In a hierarchical network
there are usually only a few paths from one node to
another. Because such networks contain few redundancies,
they are less expensive to construct and easier to manage
than their non-hierarchical cousins. In addition, some non-
hierarchical networks exhibit characteristics that make them
behave almost hierarchically. For example, although “911”

emergency services are provided on the non-hierarchical
public telephone network, these services often behave
hierarchically, with the top of the hierarchy being the public
service answering point. While it is convenient to assume
a rigid hierarchy within the network, the method can
accommodate a limited number of “cross-cuts” through the
hierarchy without becoming overly burdensome.

FTA works well to provide cut sets for hierarchical
networks. Just as fault tree modules can be developed for
individual components, it is also possible to develop fault
tree modules for particular classes of network architectures
(e.g., ethernet, token ring, and FDDI sub-network
architectures) that are compatible with the “plug-and-play”
fault tree methodology described previously. This enables
a person with network experience but little FTA experience
to successfully model most hierarchical network
architectures.

Qualitatively, the user of device A will perceive that the
network has failed whenever they cannot communicate with
any needed device B either within their own workgroup
(local connectivity) or in other parts of the network (global
connectivity). The user will also perceive that the network
has failed if a needed network service is unavailable for a
significant amount of time. These qualitative observations
by users can be used as the basis for the definition of a
successful network. The top event in the “plug-and-play”
fault tree then models success by the logical condition that
every node must be able to communicate with and through
the top of the network hierarchy (connectivity), and that
network services are available.

The development of the “plug-and-play” fault tree begins
by picking the component at the highest point in the
hierarchy and developing the fault tree top event as
described above. We then “reach out” from this
component toward the bottom of the hierarchy by attaching
the generic fauh tree modules for each component and sub-
network architecture found along the way, Thus, any
components or sub-network architectures that are directly
connected to the top of the network hierarchy are modeled
by substituting or “plugging in” the appropriate generic
fault tree module into the appropriate branch of the
component’s fault tree. These newly modeled components
are then examined to determine the components and
architectures that are attached to them. As each new
component or architecture is identified, its generic fault tree
module is “plugged into” the appropriate branches of the
emerging fault tree “stem”. This process continues until
the entire network has been modeled. Once the entire
network is included in the fault tree model, any remaining
unused fault tree module branches are simply trimmed off
because they represent network attachment options that
were not exercised in the current network architecture. At

B. Network Device Models 

There are two types of network devices that must be 
modeled: passive and active devices. A passive network 
device transmits network traffic without assessing or 
transforming its contents. The most obvious example of a 
passive network device is network cabling, although other 
devices such as line amplifiers also fit into this category. 
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sufficient redundancy. Therefore, it is important to model 
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behave almost hierarchically.  For example, although "911" 

emergency services are provided on the non-hierarchical 
public telephone network, these services often behave 
hierarchically, with the top of the hierarchy being the public 
service answering point. While it is convenient to assume 
a rigid hierarchy within the network, the method can 
accommodate a limited number of "cross-cuts" through the 
hierarchy without becoming overly burdensome. 

FTA works well to provide cut sets for hierarchical 
networks. Just as fault tree modules can be developed for 
individual components, it is also possible to develop fault 
tree modules for particular classes of network architectures 
(e.g., ethernet, token ring, and FDDI sub-network 
architectures) that are compatible with the "plug-and-play" 
fault tree methodology described previously. This enables 
a person with network experience but little FTA experience 
to successfully model most hierarchical network 
architectures. 
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network architecture found along the way. Thus, any 
components or sub-network architectures that are directly 
connected to the top of the network hierarchy are modeled 
by substituting or "plugging in" the appropriate generic 
fault tree module into the appropriate branch of the 
component's fault tree. These newly modeled components 
are then examined to determine the components and 
architectures that are attached to them. As each new 
component or architecture is identified, its generic fault tree 
module is "plugged into" the appropriate branches of the 
emerging fault tree "stem". This process continues until 
the entire network has been modeled. Once the entire 
network is included in the fault tree model, any remaining 
unused fault tree module branches are simply trimmed off 
because they represent network attachment options that 
were not exercised in the current network architecture.  At 
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thk point the fault tree connectivity model is complete and
can be analyzed for cut sets and component importance
using existing risk analysis software .’]]~

Note that the fault tree development process can be broken
off before all elements are incorporated in the model if the
analyst is interested inmodeling the characteristics ofordy
a specific portion of the network (say, the network
backbone), The analyst can then extend this fault tree
model to successively lower levels in the hierarchy without
any loss of information by simply reviving any branches
that may have been “trimmed” andcontinuing to apply the
``plug-and-play''metllodology asdescribed previousl}~. The
fault tree paradigm naturally supports this concept of a
high-level “quick look” followed by iterative model
refinement. Since the model can be evaluated at any level
of detail, it can provide a relatively inexpensive method for
investigating high-level questions about the network. It also
provides a ~ost effective way to play “What if?” games on
early netwbrk designs as the network designer experiments
with”different ways to provide maximum reliability for the
user community.

The fault tree model can be extended to model both
network connectivity and network services if the fault tree
top event is modified to reflect the following success
criteria: the network-based information system is successful
only if global connectivity is maintained and servers are
available to provide all necessary network services (thus,
from the user’s perspective, the network-based information
system fails if either the server or network comectivity
fails). In a network where a single server provides all
network services, the applicable fault tree model simply
consists of a logical OR condition of the availability of the
server machine and the network connectivity model we
developed previously. For more advanced networks with
multiple and possibly redundant servers, the single server
in the OR condition would be replaced by a logical model
(likely a small fault tree) that examines the combinations of
server machines that must be functional in order for all
network services to be available. This fault tree is usually
easy to construct given the network specifications.

?-. Non-Hierarchical Networks. Non-hierarchical
networks have no enforced physical or logical hierarchy.
They are often designed with a high degree of redundancy,
so there may be many paths from one node to another.
This makes these networks well-suited for use in areas
where a high degree of reliability is important. This
redundancy is, however, expensive to install and can be
difficult to manage.

Fault tree models become extremely difficult to construct
for non-hierarchical networks for two reasons: the presence
of a large number of “cross-cuts” makes the construction of

an individual fault tree extremely difficult, and modeling
global connectivity (“everyone can talk to everyone”) cari
require the construction of man3Jfault trees because of the
absence of a defined hierarchy.. Previous approaches to
modeling non-hierarchical networks have focused on path
set theory. 13’14 It is, however, very computationally
expensive to obtain cut sets from path sets (path sets cannot
provide the importance information that can be derived
from cut sets), and’ the global connectivity condition can
only be modeled by considering every possible pairwise
combination of network endpoints — also very
computationally expensive.

Because of the limitations of these commonly used
techiques, Sandia National Laboratories has developed an
efficient search algorithm to find the global connectivity cut
sets for arbitrarily interconnected networks. ‘f This method
determine$ cut sets based on the network connectivity
diagram, so there is no need to construct and maintain a
separate reliability model. The algorithm takes advantage
of a number of architectural and mathematical properties to
reduce the computational effort required to obtain global
connectivity cut sets for these networks. These cut sets can
then be mathematically combined into the OR condition
described in the previous section to obtain cut sets that
consider network services.

IV. VITAL AREA ANALYSIS FOR INFORMATION

SYSTEMS

To this point our analysis has focused only on events that
must occur or equipment that must fail in order for our
network-based information system to be placed into an
undesired state. We have obtained cut sets, and each cut set
represents one “scdnario” — a set of conditions that must
occur in order to achieve the undesired state. These
conditions are both necessary and sufficient — in other
words, if they all occur, then the undesired state is
achieved. However, if even one of the conditions is not
realized, then the undesired state is prevented. To a
potential saboteur, each cut set represents a set of tasks that
would have to be performed in order to do damage to this
information system. A rudimentary security analysis, then,
would examine the list of cut sets to determine which of
these scenarios would be easiest for an adversary to
accomplish, and consider what countermeasures might be
employed to thwart the attack (i. e., prevent any one of the
events in the cut set from occurring). Since this approach
considers one cut set at a time, it results in a piecemeal
approach to security. However, with some additional
processing of the cut sets, one can take a more systematic
approach to the security problem. ]6

Since we live in a physical world, every action has to take
place in a physical location. The tasks a saboteur would
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have to accomplish are no different. To accomplish a task
(as defined by an event in a cut set), the saboteur would
have to gain access to a location where that task could be
carried out. An event such as “remove the computer’s hard
disk” can only be accomplished in one location, ‘while an
event such as “cut the communications cable” can be
accomplished in any of several locations (e.g., unplug it at
either end, cut it in the wiring closet, or damage its conduit
as it runs between buildings). TherCfore, the first task in
extending a risk and reliability analysis to be a vital area
analysis consists of determining the complete set of
locations from which each event can be carried out. As this
is an information system, we must be careful to consider
both physical locations (e.g., Room 222) and virtual
locations (e.g., the Internet) in our assessment.

The next task is to combi~e the lists of locations with the
list of cut sets. This is a~complished as a mathematical
transformation of the cut sets by substituting for each event
in each cut set the list of locations from which that event
can be accomplished.’7 This will provide us with “location
cut sets, ” A location cut set says, in effect, that our
information system can be forced into an undesired state if
a saboteur can gain access to all of the locations found in
this location cut set. However, if we can prevent him from
gaining access to even one of these locations, then we can
prevent the saboteur from exploiting the scenario
represented by this cut set. Since a single event may be
related to more than one location, a system cut set that
contains such an event will become mo~e than one location
cut set.

At this point, the group of location cut sets likely contains
many redundancies that must be removed. These
redundancies fall into two classes: !redundancies within a
particular cut set, and redundancies between cut sets. A
redundancy within a cut set occurs when two or more tasks
in the original system cut set (scemrio) can be
accomplished in the same location (say, Room 222). The
location cut set for this system cut set would contain
multiple instances of” Room 222” even though the saboteur
would likely be able to accomplish all of these tasks during
a single visit to that location. Otherwise, if he can gain
access to that room once, there is no reason to believe that
he could not do so more than once. In either case, the
multiple instances of “Room 222” in the location cut set
might give us a false sense of security because, at first
glance, it looks like the saboteur must gain access to more
locations than would actually be required to accomplish his
intentions. Therefore, no location is allowed to appear in
any location cut set more than once. Additional instances
are simply removed from the cut set through the application
of the laws of Boolean algebra.

The other’ form of redundancy involves the comparing of
two location cut sets. Consider a situation in which one
sabotage scenario requires access to Room 222, Room 187,
and the Network Control Center, while another can be
accomplished simply by visiting Rooms 222 and 187.
Clearly, if we can prevent the second of these scenarios (by
denying access to either Room 222 or Room 187), then the
first is also prevented. Thus, that location cut set is
redundant and can be removed from further consideration.
Redundant cut sets are also mathematically removed
through the application of the laws of Boolean algebra.
While these substitution, and mathematical reduction steps
may seem complex, they are all performed using readily
available risk analysis software. It is critical that these steps
be performed because they allow us to get rid of “red
herrings” and focus on those combinations of locations that
are truly important to the security of our information
system.

Each of the cut sets that remain at this point represents one
minimal set of locations that a saboteur would have to
access in order to force our information system into an
undesired state. There are several ways to evaluate this
information to help formulate a protection strategy. First,
it may be that some of the locations that are contained in the
cut sets are beyond your control. Examples of such
locations include access from public networks (dial-up
access, the Internet, etc. ), network cables that pass through
public right-of-way, and power supplied by public utilities.
One should assume that a saboteur will be able to access
these locations at will and, thus, that they are beyond the
reach of our protective actions. Mathematically, this
assumption is equivalent to assigning these event locations
a value of “Always True”. Events that are “Always True”
can be deleted from cut sets because they are redundant.
There may in fact be some location cut sets in which all of
the events fall into this category. Under this mathematical
operation, this cut set degenerates to the simple condition
“Always True, ” and indicates that there is at least one
scenario that an adversary can exploit without ever entering
a physical or virtual location that is under our control.
Such a scenario may call for a fundamental redesign of the
system to incorporate additional redundancy or moving
assets from public areas to controlled areas. This
operation can also be performed using readily available risk
analysis software. The cut sets that remain after this
operation is performed represent the answer to the question,
“Which locations thatare under my control does a saboteur
have to gain access to in order to force my information
system into an undesired state?”

A “perfect” security program would protect our
information system against any known threat scenario.
While we know that perfect protection is not possible, a
worthy goal might be to assure that no known threat
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scenario is left totally unprotected, or, if that is not
possible, to at least identify those scenarios that are left
unprotected so that the system owners can consciously
decide to accept the risks that are involved. In our model,
the remaining location cut sets provide a list of locations
that would have to be accessed to exploit a known scenario.
A scenario is thwarted if we break it at any one point.
Thus, if we can design a protection method that provides
some assurance of breaking every cut set, then we are
approaching our security system objective. This can be
done in an ad hoc manner through examination of the cut
sets. For example, if a particular location is present in a
large number of cut sets, then protecting that location
breaks all of those cut sets and provides some protection
against all of those scenarios. It is also important to look
at the “small” cut sets (those location cut sets that contain
only one or a few locations) because these represent
scenarios that may be particularly easy for a saboteur to
carry out (he may be able to do everything from one place).
As, we provide protection to more and more areas, the
number of unbroken cut sets is reduced. The remaining
unbroken cut sets represent the sources of residual risk for
the information system.

There is a mathematical method that can be used to help
identify the most appropriate locations to protect. If we
analyze the mathematical “dual” of the location cut sets, we
obtain a list of “protection sets. ” Each protection set
consists of a list of locations, and has the property that if
every location on the list is’protected, then every location
cut set (threat scenario) is broken. A typical installation
may have many protection sets because there may be
several different combinations of locations that will achieve
the same end (breaking every cut set). One could then
examine each protection set to determine the cost of
protecting all of the locations that it contains. This
provides a way to prioritize candidate protection schemes
on a cost basis. This should not be the only basis for the
final security implementation decision, however, as there
are always ease of use, functionality, and other intangible
factors that must factor into the ultimate design of any
security system.

While the mathematical duality approach described above
is theoretically very appealing, it should be noted that the
actual determination of duality is computationally very
challenging. This operation can be performed using only
a few of the available risk analysis software packages.
However, if the dual can be obtained, it provides an ideal
way to begin optimizing the protection strategy. The cut
sets can also provide clues to help in this process, but they
do not directly provide complete lists of locations to be
protected. The cut sets can, however, be used as input for
discrete optimization techniques such as genetic algorithms
in order to obtain similar classes of results.

V. APPLICATIONS

Vital area analyses have been performed using these
techniques for a variety of facilities (including weapons-
related facilities and nuclear power plants) since the late
.1970’s. An important feature of these vital area analysis
techniques is that they follow directly from risk and
reliability analyses, so the same models can be used for
both results. Variations on these same techniques can be
used to assess the susceptibility of systems to non-sabotage
location-related threats such as fire and flood damage. As
was noted previously, however, the principal strengths of
these methods are in assessing static event models, While
some modeling of dynamic events is possible, it is still the
subject of considerable ongoing research.

Sandia has successfidly used these techniques to assess the
reliability of and/or the risks associated with a wide variety
of information systems, including enhanced 911 emergency
services architectures, public telephone common channel
signaling networks, non-hierarchical data networks
(LAN/MAN/WAN environments), and high-speed ATM
data networks. Vulnerability models are direct descendants
of these risk and reliability analyses, and their results can
provide valuable decision support during both the design
and operational phases of an information system.

VI. SUMMARY

This paper has presented the results from an
interdisciplinary team that was formed at Sandia National
Laboratories to explore the applicability of PLM techniques
to information systems, We have demonstrated that many
aspects of information systems can be modeled using a
“plug-and-play” fault tree analysis technique as well as
other PLM techniques. We have also demonstrated that the
types of results that can be obtained from PLMs can be of
great practical value to network designers as well as
security analysts through the use of vital area analysis
techniques. These PLM techniques are not intended to
replace current network analysis methods, but to
supplement them. They provide additional tools for the
network designers’ workbench to enhance their depth of
understanding so that they can design more optimal and
more secure network systems.
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Place: Williamsburg, vir~nia Date: June 17-20,1996

SECTION 5. Classification and Sensitivity of Information_. ContactClassificationDept. 7447(8815)for questions,
Indicateclassificationleveland categoryor whetherunclassified:
Title UIIC. -Abstract Uric. The Document (body of information) Unc .
❑ cl:=ified--LimitedDissemination.Indicateadditional dissemination limitations.

❑ NWD Sigma ❑ SUCI ❑ ICNWDI ❑ NOFORN ❑ Other

❑ Unclass~fied -- Limited Dissemination, Indicate all Unclassified Controlled Access Information (UCAI) chssemination limitations.
❑ .Ipplied Technology

❑ Export Controlled Information (ECI) ITAR/ECCN

❑ Internal Distribution Only (IDO)

❑ Non-Sandia Proprietary Information

❑ Offic~al Use Only (OUO) Exemption No.

❑ Patent Caution/ Invention D~closure

❑ Protected CRADA Information

❑ Unclassified - Unlimited Release. Information is unclassified with
release. Distribution mav be made worldwide.

❑ Reactor Safeguards Information (RSI)

❑ Sandia Commercially Valuable Information

❑ Small Business Innovation Research (SBIR)

❑ Specified Dissemination (Must attach letter of rationale)

❑ Unclassified Computer Software (UCS)

❑ Unclassified ControUed Nuclear Information (UCNI)

❑ Other (specify)

no dissemination fimitations and is recommended for unlimited

.Iuthorized Derivative Class~fier (.4DC) who
is knoivleclgeable of information sensitivity: Ml(em cdl-p Azz (2_

Name &
-. &“O~,~Z 6 / L

Signature

SECTION 6. Disclosure of Technical Advance
.1 Tcchmcal .Idvance is an original achievement or nonobvious progress in a scientific or engineering sense, including the creation of
so fhvare. .-l Technical Advance may be protected by patent, copyright, or as Sandia Commercially Valuable Information. The
Originators of a Technical Advance may be inventors or authors.

Does the subiect of this Information Release represent a Technical Advance as defined ahove?

Y❑ Yes ‘NCI [f “Nri, sk~pto Section 7.

If Yes, has a Disclosure of Technical Advance O. A),For’m SF 1155-G, been filed with the Sandia Patent and Licensing Center?
❑ Yes ST) No. ❑ No If No, please follow up with a TA form obtainable from:

i 1)P,]tent & LIcensmg Center paper or PC or Mac dls!iette ((505) 845-9536 or e-mall: patentst%andia. gov); m Csliforma, paper or Mac diskette( (510) 294-2767),

(’2)Sandia’s Internal l~eb (http://wwv patents. sandia.gov/patents). or

(:3)Saadla Line ((505) S45-6789, Quick Dial Code 1057).
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SECTION 7. Line/Project Signatures and Approvals. Print or type all author information;obtain appropriate signatures from next-level
manager. Where concurrenceis obtainedin case ofmultiple authors, approvalneed only gothrough the principal author’s line organization. ..;,

Authors’ Names @rint or type) Org. No. Phone No.

Gregorv D. WVSS 6412 844-5893

Sharon L. Daniel 6412 844-6473

Heather K. Schriner 6412 844-2719

T. R. Gaylor 9417 844-8228

Next Level Manager’s Signature

/’ -
Y

Center Director’s or Project Manager’s name or signature (depends on Center policy) ‘ , /&&#+%

SECTION8. Classification and Sensitive IMS 9021).

Signatur Date /5~~~Y~

s~~” td
-L+ .

SECTION 9. Patent and Licensin Review (11500/MS 0161, 8842/MS 9141).
Copyright Interest?

p

❑ Yes No If Yes, copyright maybe asserted, subject to DOE approval.
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Patent Caution? ❑ Yes No If Yes, TA form has heen or should be submitted and dissemination will be limited.

/ ,

~~f
,,

Patent Attorney’s/Agent’s Signature Date 944
/ Ir #t r 1

SECTION 10. Review of Public Communications/Revie ‘of Publications Using Color. Public Communications (see Section 3) must be
reviewed by one of the following departments: Print Shop -1/MS 0104, 8815/MS 9021), Visual Communications (126141MS 0551, 8815/
MS 9021), Interactive Media (12616/MS 0409, 8815/MS 902 orporate Exhibits (12613/MS 0401, 8815/MS 9021). All publications that require
color Xeroxing or color printing and use three or more colors must be reviewed by the Print Shop (12615-1/MS 0104, 8815/MS 9021).
DOE approval received

(date)

Signature Date

SECTION 11. Print Media and Electronic Quality Review (12615/MS 0619, 8815/MS 9021).
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U.S. DEPARTMENT OF ENERGY OMB Control No.

ANNOUNCEMENT AND DISTRIBUTION OF DEPARTMENT OF ENERGY (DOE)
1910-1400

(All other versions
are obsolete.) SCIENTIFIC AND TECHNICAL INFORMATION (STI)

(When submitting form, input should be typed, not handwritten.)

PART I Information Product Identification

A. Identifiers

1. Product/Report Nos. 2. Award/Contract Nos.

SAND 96-1541C DE-AC-94AL85000

3. Title

Information Systems Vulnerability: A Systems Analysis Perspective

(Grantees and Awardees skip to part 1.6.)

4. Funding Office(s) 5. B&R Code(s) 6. Project ID(s)
YNOIOOOOOOO

7. CRADA ties. 8. UC/C Category (ies) 9. information Product Filename

B. Information

❑ 1. Report
a. Type

(if Other
Specify)

Product Description

❑ Quarterly ❑ Semiannual ❑ Annual ❑ Final ❑ Topical

b. Dates covered

❑ 2. Conference

a. Type ❑

(if Other Specify)

(mm/dd/yyyy) thru

Conference paper ❑ Published proceedings

b. Conference title (No abbreviations) Security Technology Symposium,

c. Conference location (city, state, country) Williamsburg, VA

d. Conference dates (mmlddlyyyy) 061~711996 thru 06/20/1996

e. Conference sponsor(s) American Defense Preparedness Association

❑ 3. Software (Note: Additional forms are required. Follow instructions provided with this form)

H 4. Other (Provide complete description)
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C. Information Product Format

❑ 1. Product not submitted to OSTI (i.e., electronic version)

a. Location (FTP, UiRL, etc.)

b. File Format ❑ SGM ❑ HTML ❑ Postscript ❑ PDF ❑ TIFFG4
(Other Specify)

c. SGML bibliographic record avaiiable ❑ With Product ❑ Separately (Specify)

❑ 2. Product Submitted to OSTI (i.e., electronic, paper, audiovisual, or computer medium)

a. Number of Copies
❑ (1) Two for unclassified processing ❑ (2)

❑ (3) One for classified processing ❑ (4)

❑ (5) copies for OSTI to reproduce (Comp/ete C3.)

❑ (6) Other (Complete C3.)

copies for program unclassified distribution

copies for standard classified distribution

b. SGML bibliographic record submitted to OSTI

(if Separately Specify)

c. Method of transmittal to OSTI

❑ (1) Electronic (e.g., FTP, E-mail) (Note: transmit only unclassified unlimited information not subject to access
limitations over open systems. Contact OSTI for further in formation.)

a. File Format ❑ SGM ❑ HTML D Postscript ❑ PDF (J TIFFG4

(Other Specify)

❑ (2) Computer medium (e.g., magnetic tape or diskette) (Comp/ete all. Provide a separate electronic or print abstract.)
(a) Quantity/type (Specify)

(b) Machine compatibility (Specify)

(c) Operating system (Specify,)

(d) File format ❑ SGM ❑ HTM (J Postscript ❑ PDF ❑ TIFFG4

(Other Specify)

❑ (3) Audiovisual Material Complete all. Provide a separate electronic or print abstract.)
(a) Quantity/type (Specify)

(b) Machine compatibility (Specify)

(c) Sound (d) Color (e) Playing time

❑ (4) Paper

❑ Additional Instructions/explanations

D. Contact (Person knowledgeable about the information product and its submission)

Name Gregory D. Wyss Position Phone (505) 844-5893

Organization Sandia National Laboratories, 6412 E-Mail
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C. Information Product Format 
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a. Location (FTP, URL, etc.) 

b. File Format rj     SGM rj    HTML r~J   Postscript rj   PDF r~J   TIFFG4 
(Other Specify) 

c. SGML bibliographic record available j~j   With Product fj   Separately (Specify) 

2. Product Submitted to OSTI (/.e., electronic, paper, audiovisual, or computer medium) 

a. Number of Copies 
£<]   (1) Two for unclassified processing r~J   (2) copies for program unclassified distribution 

r~J   (3) One for classified processing r~J   (4) copies for standard classified distribution 

r~j   (5) copies for OSTI to reproduce (Complete C3.) 

□   (6)      Other (Complete C3.) 

b. SGML bibliographic record submitted to OSTI 

(if Separately Specify) 

c. Method of transmittal to OSTI 

fj    (1) Electronic (e.g., FTP, E-mail) (Note: transmit only unclassified unlimited information not subject to access 
limitations over open systems.   Contact OSTI for further information.) 

a.      File Format rj    SGM r~J    HTML Q  Postscript Q  PDF rj    T1FFG4 
(Other Specify) 

fj    (2) Computer medium (e.g., magnetic tape or diskette) (Complete all. Provide a separate electronic or print abstract.) 
(a) Quantity/type (Specify) 

(b) Machine compatibility (Specify) 

(c) Operating system (Specify) 

(d)      File format fJJ    SGM [~j   HTM rj Postscript rj    PDF rj   TIFFG4 
(Other Specify) 

Q    (3) Audiovisual Material Complete all. Provide a separate electronic or print abstract.) 
(a)      Quantity/type (Specify) 

(b) Machine compatibility (Specify) 

(c) Sound (d)      Color         (e)    Playing time 

£<]     (4)      Paper 

[~j     Additional Instructions/explanations 

D. Contact (Person knowledgeable about the information product and its submission) 

Name    Gregory D. Wyss Position Phone     (505) 844-5893 

Organization     Sandia National Laboratories, 6412 E"Mail  
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PART II Information Product Announcement and Handling

(DOE/DOE Contractors complete; Grantees and Awardees complete as instructed by contracting officer)

A. Recommendations (Mark at least one)

❑ 1. Unlimited Announcement (Avai/ab/e to U.S. and Non-U.S. puldic)

❑ 2. Unlimited Announcement/U.S. Dissemination Only

❑ 3. Classified (Standard announcement)

❑ 4. OpenNet

a. Non-NTIS Availability (Required if noi

(1) Accession Number

available from NTIS)

(2) Document Location

b. Field Office Acronym

c. Declassification date (mm/dd/yyyy) ❑ Sanitized ❑ Never Classified

❑ 5. Special Handling (Legal basis must be noted below)

❑ a.

❑ b.

H c.

❑ d.

❑ e.

❑ f.

(-J 9

Q h.

❑ 1.

❑ j.

❑ k.

❑ 1.

Copyrighted Material (if Part Specify)

Unclassified Controlled Nuclear Information (UCNI)

Export Control/lTAR/EAR

Temporary hold pending patent review

Translation of copyrighted material

Small Business Innovation Research (SBIR) Release date (mm/dd/yyyy)

Small Business Technology Transfer (STTR) Release date (mm/dd/yyyy)

Proprietary

Protected CRADA information Release date

Official Use Only (OUO)

Program-Directed Special Handling (Specify)

Other (Specify)

(mm/dd/yyyy)

B. Releasing Official

❑ 1. Patent Clearance (Mark one)

❑ a. Submitted for DOE patent clearance Date submitted (mm/dd/yyyy)

❑ b. DOE Patent clearance has been granted

❑ c. DOE patent clearance not required

H 2. Released By Name Dorothy Martin Date (mm/dd/yyyy) 07/22/1 996

Phone (505) 845-8220 E-Mail
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PART II   Information Product Announcement and Handling  

(DOE/DOE Contractors complete: Grantees and Awardees complete as instructed by contracting officer) 

A. Recommendations (Mark at least one) 

g]   1. Unlimited Announcement (Available to U.S. and Non-U.S. public) 

[~J   2. Unlimited Announcement/U.S. Dissemination Only 

[~J   3. Classified (Standard announcement) 

Q   4. OpenNet 

a. Non-NTIS Availability (Required if not available from NTIS) 
(1) Accession Number (2) Document Location 

b. Field Office Acronym 

c. Declassification date (mm/dd/yyyy) [-]     Sanitized r—i    Never Classified 

[~j   5. Special Handling (Legal basis must be noted below) 

[~J   a.      Copyrighted Material (if Part Specify) 

Q b. Unclassified Controlled Nuclear Information (UCNI) 

[j c. Export Control/ITAR/EAR 

rj d. Temporary hold pending patent review 

£] e. Translation of copyrighted material 

f~] f. Small Business Innovation Research (SBIR) Release date (mm/dd/yyyy) 

(~J g. Small Business Technology Transfer (STTR) Release date (mm/dd/yyyy) 

[~J h. Proprietary 

rj I. Protected CRADA information   Release date (mm/dd/yyyy; 

[~J j. Official Use Only (OUO) 

r~] k. Program-Directed Special Handling (Specify)      

rj   I.      Other (Specify)     _____ 

B. Releasing Official 

□ ' 1 ■ Patent Clearance (Mark one) 

(~J   a.      Submitted for DOE patent clearance     Date submitted (mm/dd/yyyy) 

rj   b.      DOE Patent clearance has been granted 
[X]   c.      DOE patent clearance not required 

[X]   2. Released By Name      Dorothy Martin  Date (mm/dd/yyyy) 07/22/1996 

Phone     (5Q5) 845-8220  E-Mail  
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PART Ill Bibliographic Information

(Note: Providing the following information is optional. For information products that are to be included in the OpenNet Database, the following information will be
used for the OpenNet Database records. For all information products, it will be used in announcing those products, as appropriate, to other parts of the DOE
community.)

A. PersonaI
AuthorlAffiliation ‘

B. Performing Organization

C. Date of Publication (mm/dd/yyyy) D. Pages/Size

E. Abstract

F. Subject Terms

G.

H.

OpenNet Document Type

Open Net Document Categories

1. Open Net Addressee
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